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Imaging systems for fluorescence guided surgery are pro-
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providing one or more illumination and excitation lights to
a target, a detection unit for detecting reflectance and
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IMAGING SYSTEM AND METHOD FOR
FLUORESCENCE GUIDED SURGERY

CROSS REFERENCE TO RELATED
APPLICATIONS

The present application claims priority to U.S. Provisional
Application No. 61/799,381, filed on Mar. 15, 2013, and
which is incorporated herein by reference in its entirety for

all purposes.

STATEMENT AS TO RIGHTS TO INVENTIONS
MADE UNDER FEDERALLY-SPONSORED
RESEARCH OR DEVELOPMENT

This invention was made with Government support under
CA158448, EB008122, and EB014929 awarded by the
National Institutes of Health and W81XWH-05-1-0183,
W81XWH-09-1-0699 awarded by the Army. The Govern-
ment has certain rights in this invention.

FIELD OF THE DISCLOSURE

The disclosed embodiments are generally related to imag-
ing systems and the methods for fluorescence guided sur-

gery.
BACKGROUND OF THE INVENTION

It is not practical to conduct surgery while viewing only
the fluorescence of a contrast agent. Instead, fluorescence
images need to be superimposed continuously in real-time
and in precise spatial register with reflectance images show-
ing the morphology of the normal tissue and the location of
the surgical instruments. Reflectance is inherently brighter
than fluorescence, in that the fraction of incident photons
returned by reflectance is much higher than that from
fluorescence (even from strongly labeled tissue). Also, fluo-
rescence requires spectral separation between bright short-
wavelength excitation and relatively dim longer-wavelength
emission, filtered to remove reflected excitation wave-
lengths.

The simplest approach to overlaying a reflectance image
with a fluorescent one does not require a camera at all—the
image is simply viewed by the eye. This approach is feasible
primarily for dyes excited in the violet or blue, with exci-
tation and emission filters tailored to provide a mixture of
reflectance and fluorescence directly visible by the surgeon.
An early example was the visualization of the fluorescence
from protoporphyrin IX (Leica FL.400-excitation at 380-420
nm, display at 480-720 nm and Zeiss OPMI Pentero—
excitation 400-410 nm, display 620-710 nm) generated in
tumors by systemic administration of the metabolic precur-
sor, S-aminolevulinic acid (Stummer, W. et al. Fluorescence-
guided surgery with 5-aminolevulinic acid for resection of
malignant glioma: a randomised controlled multicentre
phase III trial. The lancet oncology 7: 392-401 (2006)). In
both these examples, the red emission filter was deliberately
designed to leak at shorter wavelengths so that normal tissue
landmarks and surgical instruments were visible by the
violet reflectance light while the cancer tissue glowed red.
Normal full color reflectance was sacrificed so that image
processing could be completely avoided. Similarly, fluores-
cein fluorescence (Zeiss Pentero—excitation 488 nm, emis-
sion >500 nm) was viewed with an excitation filter mainly
passing blue but with some leakage of green and red, paired
with an emission filter preferentially passing green but with
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2

slight leakage of blue and somewhat more of red. The
leakages allow blue, green, and red reflectances to generate
a reasonable white-light reflectance image with green fluo-
rescence superimposed. The advantage of these approaches
is that the only modification of standard equipment is the
inclusion of judiciously tailored excitation and emission
filters. The disadvantages are 1) inflexibility, in that the
filters have to be optimized for a given tissue concentration
of'a given dye, 2) spectral distortion of the reflectance image
(in the worst case, confinement to violet), and 3) complete
reliance on the surgeon’s subjective color discrimination to
decide how much fluorescence is sufficient to warrant resec-
tion.

The next level of sophistication for overlaying a reflec-
tance image with a fluorescent one requires the use of two
cameras and therefore cannot be viewed directly by eye.
With this approach, two cameras collect two separate
images, one for the white light reflectance image and one for
the fluorescence image. Separate cameras mean that the gain
for each image can be controlled independently and that the
reflectance camera no longer has to look through the emis-
sion filter of the fluorescence camera. This is the obvious
approach (De Grand, A. M. & Frangioni, J. V. An opera-
tional near-infrared fluorescence imaging system prototype
for large animal surgery. Technology in cancer research &
treatment 2: 553-62 (2003) and Troyan, S. L. et al. The
FLARE intraoperative near-infrared fluorescence imaging
system: a first-in-human clinical trial in breast cancer sen-
tinel lymph node mapping. Annals of surgical oncology 16:
2943-52 (2009)) when the fluorophore excitation and emis-
sion wavelengths are in the NIR, because the surgical field
can be illuminated with white visible light (400-650 nm)
plus 760 nm in the case of indocyanine green. The reflec-
tance camera sees the white light reflectance but not the NIR
excitation, while the fluorescence camera sees the 800 nm
emission through a suitable long-pass filter (Troyan, S. L. et
al. The FLARE intraoperative near-infrared fluorescence
imaging system: a first-in-human clinical trial in breast
cancer sentinel lymph node mapping. Annals of surgical
oncology 16: 2943-52 (2009)). A bit more ingenuity is
required when the fluorophore excitation and emission are at
visible wavelengths. One solution is to confine the excitation
to three narrow spectral lines of blue, green, and red, say
488, 543, and 633 nm (Themelis, G., Yoo, J. S. & Ntziach-
ristos, V. Multispectral imaging using multiple-bandpass
filters. Optics letters 33: 1023-5 (2008)) whose relative
intensities are adjusted to generate a reasonable simulation
of' white light for the reflectance camera. Ideally one of these
wavelengths should be optimal for exciting the fluorophore.
Meanwhile the fluorescence camera looks through an emis-
sion filter selective for one or more of the wavelength gaps
between the sharp excitation lines. Depending on the fluo-
rophore, some sacrifice of emission bandpass is likely to be
necessary to avoid interference from the next longer illumi-
nation line.

Fluorescence Guided Surgery is a method of enhancing
visual contrast for specific tissues and organs during surgery,
providing an important tool for extending the visual differ-
entiation between tissue targeted for excision and tissue
intended for preservation beyond that which is available
with white light alone. Examples of such relevant targets
include tumors, nerves, and blood vessels (Orosco, R., Tsien,
R. & Nguyen, Q. Fluorescence Imaging in Surgery. IEEE
Reviews in Biomedical Engineering 6: 178-187 (2013) and
Nguyen, Q. & Tsien, R. Fluorescence Guided Surgery with
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Live Molecular Navigation—A New Cutting Edge (Strate-
gies to improve surgery). Nature Reviews Cancer 13: 653-62
(2013)).

This present disclosure and invention addresses the prob-
lem of simultaneously viewing of 1) the surgical field with
white light reflectance (what all surgeons are trained to do)
in conjunction with 2) fluorescently labeled targets. The
present disclosure provides methods for achieving optical
contrast between the fluorescently labeled target and the
remainder of surgical field seen with white light reflectance
by overlaying a fluorescent image of the surgical field with
a live color image of the same field. The fluorescent portion
of'the image is pseudocolored with a hue that is not normally
present in mammalian tissue; allowing the surgeon to easily
distinguish between normal tissue and targeted tissue. This
invention is designed to work with any fluorophore, at any
excitation or emission wavelength. The invention can handle
multiple individual fluorophores as well as fluorescence
resonance energy transfer (FRET) fluorophore pairs, simul-
taneously with white light reflectance. In addition the,
invention can be adapted to systems with binocular vision
for improved depth of field during surgery.

SUMMARY OF THE INVENTION

In some embodiments, the present disclosure provides an
imaging system for fluorescence guided surgery, compris-
ing:
(A) a light source unit for providing one or more illumi-
nation and excitation lights to a target, the light source
unit comprising a plurality of light engines, wherein
(1) a first light engine in the plurality of light engines
emits a first light for illuminating the target, and

(i) a second light engine in the plurality of light
engines emits a second light for exciting a first
fluorophore in the target;

(B) a detection unit comprising a plurality of detectors for
detecting reflectance and fluorescence from the target,
thereby producing a plurality of images, wherein
(1) a first detector in the plurality of detectors detects the

reflectance from the target, thereby producing a
reflectance image in the plurality of images, and
(i) a second detector in the plurality of detectors

detects a first fluorescence emitted by the excited
first fluorophore, thereby producing a first fluores-
cence image;

(C) an optical train for directing the one or more illumi-
nation and excitation lights from the light source unit to
the target and for directing the reflectance and fluores-
cence from the target to the detection unit; and

(D) a control unit for controlling the light source unit and
the detection unit.

In some embodiments, the imaging system, further com-
prises a display unit for displaying an image in the plurality
of images.

In some embodiments, the third light engine in the plu-
rality of light engines emits a third light for exciting a second
fluorophore in the target; and a third detector in the plurality
of detectors detects a second fluorescence emitted by the
excited second fluorophore, thereby producing a second
fluorescence image.

In some embodiments, the light engine in the plurality of
light engines comprises an array of LED chips.

In some embodiments, the first light engine in the plural-
ity of light engines emits a white light.
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In some embodiments, the light source unit is controlled
by the control unit such that only one light engine in the
plurality of light engines is energized at a time.
In some embodiments, the light source unit is controlled
by the control unit such that each light engine in the plurality
of light engines is energized sequentially.
In some embodiments, the control unit synchronizes the
light source unit and the detection unit.
In some embodiments, the first detector in the plurality of
detectors detects comprises a color camera.
In some embodiments, the second detector in the plurality
of detectors detects comprises a first monochrome camera.
In some embodiments, the third detector in the plurality of
detectors detects comprises a second monochrome camera.
In some embodiments, the optical train comprises a light
pipe homogenizer in a light illumination path for producing
a uniform distribution of an excitation light across the target.
In some embodiments, the optical train comprises one or
more mirrors in a light detection path for splitting lights
between or among the plurality of detectors.
In some embodiments, the second light is collimated and
filtered before being directed to the target, using a first
narrow-band interference filter.
In some embodiments, each of the second light and the
third light the second light is collimated and filtered before
being directed to the target.
In some embodiments, the control unit and the display
unit are embedded in a computer.
In some embodiments, the display unit displays the plu-
rality of images by overlying the reflectance image with one
or more fluorescence images in real-time.
In some embodiments, an image processing method for
fluorescence guided surgery, comprising:
at a computer system having one or more processors and
memory storing one or more programs executed by the
one or More processors:
(A) acquiring a plurality of images using a detection unit,
wherein the plurality of images comprises a reflectance
image and one or more fluorescence images;
(B) determining one or more transparency factors,
wherein each respective transparency factor in the one
or more transparency factors is a ratio of a fluorescence
intensity of a corresponding fluorescence image in the
one or more fluorescence images divided by a maxi-
mum allowed fluorescence intensity of the correspond-
ing fluorescence image in the one or more fluorescence
images;
(C) factoring RGB coordinates of each image in the
plurality of images, thereby producing a plurality of
factored RGB coordinates, wherein
(1) a factored RGB coordinate in the plurality of fac-
tored RGB coordinates is the product of a RGB
coordinate of the fluorescence image times a corre-
sponding transparency factor of the corresponding
fluorescence image, and

(ii) a factored RGB coordinate for a reflectance image
is the product of a RGB coordinate of the reflectance
image times a predetermined constant minus a sum
of the one or more transparency factors, wherein the
sum of the one or more transparency factors does not
exceed the predetermined constant; and

(D) generating a display image by establishing a display
RGB coordinate based on the plurality of factored RGB
coordinates, wherein the display RGB coordinate
equals to a sum of the plurality of factored RGB
coordinates.
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In some embodiments, the one or more fluorescence
images comprises a first fluorescence image.

In some embodiments, the one or more fluorescence
images comprises a first fluorescence image and a second
fluorescence image.

In some embodiments, the one or more fluorescence
images comprises more than two fluorescence images.

In some embodiments, the RGB coordinate of a fluores-
cence image or a factored fluorescence image is a brightness
coordinate for a given overlay color.

In some embodiments, the image processing method
further comprises:

displaying the display image in a display unit.

In some embodiments, the image processing method for
fluorescence guided surgery comprises:

at a computer system having one or more processors and
memory storing one or more programs executed by the
one or more processors:

(A) acquiring a plurality of images using a detection unit,
wherein the plurality of images comprises two fluores-
cence images;

(B) generating a ratio image, wherein a ratio pixel coor-
dinate of the ratio image is determined based on a hue
value and a brightness value, wherein
(1) the hue value is determined based on a ratio of the

two fluorescence images, and
(ii) the brightness value is determined based on an
intensity of one of the two fluorescence images; and

(C) generating a display image by establishing a display
RGB coordinate, wherein the display RGB coordinate
is determined by using a lookup table with the hue
value and the brightness as inputs.

In some embodiments, the plurality of images comprises

a black and white reflectance image and the method further
comprises:
(D) determining a transparency factor prior to the gener-
ating the display image, wherein the transparency fac-
tor is a ratio of a fluorescence intensity of one of the two
fluorescence images divided by a maximum allowed
fluorescence intensity of the corresponding fluores-
cence image of the two fluorescence images; and
(E) factoring RGB coordinates of the reflectance image
and the ratio image, subsequent to the generating the
ratio image, producing a plurality of factored RGB
coordinates, wherein
(1) a factored RGB coordinate for the ratio image is the
product of a RGB coordinate of the ratio image times
the transparency factor, and

(ii) a factored RGB coordinate for the reflectance image
is the product of a RGB coordinate of the reflectance
image times a predetermined constant minus the
transparency factor, wherein the transparency factor
does not exceed the predetermined constant,

wherein the display RGB coordinate equals to a sum of

the plurality of factored RGB coordinates.

In some embodiments, the plurality of images comprises
a black and white reflectance image and the method further
comprises:

(D) determining a transparency factor prior to the gener-
ating the display image, wherein the transparency fac-
tor is a ratio of a fluorescence intensity of one of the two
fluorescence images divided by a maximum allowed
fluorescence intensity of the corresponding fluores-
cence image of the two fluorescence images;
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(E) determining a gamma factor; and
(F) factoring RGB coordinates of the reflectance image
and the ratio image, subsequent to the generating the
ratio image, producing a plurality of factored RGB
coordinates, wherein
(1) a factored RGB coordinate for the ratio image is the
product of a RGB coordinate of the ratio image times
the transparency factor to the power of the gamma
factor, and
(ii) a factored RGB coordinate for the reflectance image
is the product of a RGB coordinate of the reflectance
image times a predetermined constant minus the
transparency factor to the power of the gamma
factor, wherein the transparency factor to the power
of the gamma factor does not exceed the predeter-
mined constant,

wherein the display RGB coordinate equals to a sum of

the plurality of factored RGB coordinates.

In some embodiments, the ratio of the two fluorescence
images is encoded as a spectrum of colors.

In some embodiments, the spectrum of colors is from blue
to red.

In some embodiments, the spectrum of colors is from blue
to red, with blue corresponding to low ratio values and red
corresponding to high ratio values.

In some embodiments, the predetermined constant is one.

BRIEF DESCRIPTION OF THE DRAWINGS

The accompanying drawings, which are incorporated into
and constitute a part of this specification, illustrate one or
more embodiments of the present application and, together
with the detailed description, serve to explain the principles
and implementations of the application.

FIG. 1 provides for a custom lookup table (LUT) used to
implement HSL to RGB conversion for ratiometric display.
Custom lookup table (LUT) used to implement HSL to RGB
conversion for ratiometric display. Hue (H) and Lightness
(L) are the two input variables for the lookup table. Hue
encodes the mathematical ratio of the two fluorescence
channels and increases from left to right (the color red being
the highest ratio). Lightness corresponds to the intensity of
one of the fluorescence channels (usually the brightest one)
and increases from top to bottom. Saturation (S) is maxi-
mized for all output colors and therefore can be considered
a constant. This 16x10 LUT is loaded into host memory
during program initialization and is expanded to a 256x256
LUT (using linear interpolation) for use in the image pro-
cessing pipeline. For this particular implementation of the
LUT, all inputs are 8 bits (0-255) but higher bit values are
possible, limited only by the memory size of the computer.

FIGS. 2A-2B provide for graphical representations of
exemplary imaging systems, in accordance with some
embodiments of the present disclosure. System Diagram
showing the major components of the system with each of
the LED light system sequentially active, white light LED
followed by the two fluorescent channels.

FIG. 3 provides for a diagram of the optical train used to
deliver the fluorescent excitation light, in accordance with
some embodiments of the present disclosure. Diagram of the
optical train used to deliver the fluorescent excitation light to
the animal indicating the position of the light pipe homog-
enizer rod used to ensure a uniform field of illumination.
Non-uniform light from the liquid light guide is mechani-
cally coupled into the homogenizing rod whose NA roughly
matches that of the light guide. Following total internal
reflection, the light distribution across the output face of the
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rod is uniform to better than 95%. The output face of the
homogenizer is re-imaged into the specimen plane using a
pair achromat lens. The last component in the optical train
is a glass window used to protect the optical assembly.

FIGS. 4A-4C provides for exemplary emission spectra of
a light engine, in accordance with some embodiments of the
present disclosure. A) Emission spectra of a 460 nm LED
light engine showing its relatively wide bandwidth. B)
Expanded view of the same spectra showing that light
emission, although dim, occurs at all wavelengths in the
visible spectrum. This off-peak emission is bright enough to
interfere with the emission of the target fluorophore and
therefore needs to be removed. C) Detail of the same light
engine with a narrow band interference filter showing
removal of the off-peak emission.

FIG. 5 provides for example of timing signals, in accor-
dance with some embodiments of the present disclosure.
Example of timing signals generated by National Instru-
ments 6229 for a two camera system. The “ANALOG”
channel controls the timing and brightness for system’s two
light engines (the white LED, and a 630 nm LED for use
with the fluorophore CyS5). Brightness is encoded by the
amplitude of this analog waveform. The two “TRIG” chan-
nels initiate a single image capture by each of the system’s
two cameras. Finally, the “RELAY” channels determine
which of the system’s light engines is currently active. Only
one light engine is active at a time, yielding an overall
update frequency of 10 Hz. In practice higher frequencies
are desirable to minimize motion artifact and latency to the
monitor. Increasing the update frequency beyond the psy-
chophysical flicker-fusion frequency for humans (approxi-
mately 60 Hz) eliminates the stroboscoptic light leaking
from the field of illumination.

FIG. 6 provides for an example of the three modes of
image display for the same field of view, in accordance with
some embodiments of the present disclosure. An example of
the three modes of image display for the same field of view,
a mouse sciatic nerve targeted with FAM This is a cropped
view from a larger original image. A) Color image only B)
Fluorescent image only C) Combined color and fluorescent
image.

FIG. 7 provides examples of the three types of algorithms
used to display ratiometric images, in accordance with some
embodiments of the present disclosure. Examples of the
three types of algorithms used to display ratiometric images.
The orange zone is a tumor showing a high ratio of Cy5 to
Cy7 emissions. These views are cropped from larger original
images. A) Method 1 with no reflected white light image. B)
Method 2 using an HSL to RGB color space converter with
black and white overlay. C) Method 3 uses maximum
pseudocolor brightness with a black and white overlay
(gamma=3.0).

FIG. 8 provides images of nerves, vessels and muscles are
not easily differentiated from one another with white light
reflectance imaging. Intraoperative view of a lymph node
dissection in a patient’s neck, showing that large blood
vessels and nerve structures are difficult to differentiate from
surrounding muscle with white-light reflectance alone (A).
The carotid artery (red), jugular vein (blue) and vagus nerve
(yellow) arc highlighted in the schematic (B). The vagus
nerve is a few millimeters across and represents the largest
scale nerve that surgeons identify. The smallest nerves that
surgeons must identify are less than a millimeter in diameter.

FIG. 9 provides images of fine nerve structures can be
obscured by overlying tissue. White light reflectance image
showing a facial nerve in a mouse nerve (A). Much greater
detail regarding nerve location and branching even under
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overlying non-nerve structures (compare arrows between A
and B) is seen in the fluorescence image following systemic
injection of a nerve labeling marker (NP41) (B).

FIG. 10 provides cancer margins are not easily discernible
with white light inspection. Color photograph showing a
patient with a tongue cancer. The surface of the tumor is seen
as a whitish growth, with a red-pink background of tongue
mucosa (A). Beneath the surface, cancer growth extends in
an unpredictable pattern (B: schematic, green line). The
green line represents deep tumor growth. In order to achieve
complete resection, the surgeon must estimate the tumor
extent when making cuts around the cancer (B: schematic,
blue line). Depending on the actual tumor spread, the cut
edges can be variably close to cancer cells, and there is a risk
of having a positive margin.

FIG. 11 provides fluorescent labeling of tumor aids
removal. In a mouse model of cancer, no residual tumor on
the sciatic nerve is apparent to the human eye using white
light reflectance (A). (B) With fluorescence imaging follow-
ing injection of a molecularly targeted probe (activatable
cell penetrating peptide, ACPP), it is clear that there is
residual cancer tissue (arrow). (C) Pseudocolor overlay of
the fluorescence image on top of the white light reflectance
image shows the surgical view that retains anatomical
details of standard surgery while adding the molecular
details of the fluorescently labeled probe.

DETAILED DESCRIPTION OF THE
INVENTION

1) The present disclosure provides a method for alternat-
ing color and fluorescent images in the surgical field with no
inherent restriction on the number or type of targeted fluo-
rophores. The present disclosure provides methods for alter-
nating color and fluorescent images in the surgical field with
no compromise on the optical pathway used to generate the
fluorescent images. The present disclosure contemplates the
use of any stable, high-speed light source for illumination of
the target, including but not limited to LED, lasers, and
xenon flash lamps 2) The present disclosure provides
method for producing uniform distribution of light at sur-
gical field. 3) The present disclosure provides method for
reducing specular reflectance in white light image.

This present disclosure provides methods for simultane-
ous, intraoperative visualization of different molecularly
targeted fluorescent markers with no restriction on the
number or type of targeted fluorophores, and this capability
extends the visual repertoire of the operating surgeon
beyond white light reflectance, improving detection of
tumor margin and critical structures (i.e., nerves, vascula-
ture). Currently, there are two fluorescent agents that are
FDA approved for clinical use (ICG and fluorescein) but
many more are in development.

This present disclosure also provides methods for mini-
mizes distracting specular reflection from wet surfaces in the
reflected white light image for whole mouse imaging. To our
knowledge, this technology has not been implemented in
any human, mouse or gel imagers in the commercial mar-
ketplace.

This present disclosure provides methods for homogeniz-
ing the distribution of excitation light at the specimen plane
for whole mouse imaging. This light pipe technology is
borrowed from the commercial video projectors market.
This technology has not been applied to any human, mouse
imagers, gel readers, or light microscope in the biological
marketplace.
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Imaging Systems

According to the present disclosure, imaging systems are
provided. In some embodiments, the imaging systems con-
sist of four major components, light source, lens, cameras
and computer or other system controller (see, for example,
FIG. 2). In some embodiments, other than the computer or
other system controller, these components have been opti-
mized to address the needs for small animal surgeries,
including microscale surgeries on a variety of animals,
including mice and humans.

In some embodiments, the imaging system consists of
one, two or three real-time, high-resolution cameras, a color
camera. In some embodiments, the imaging system consists
of one real-time, high-resolution camera, one color camera.
In some embodiments, the imaging system consists of one or
two real-time, high-resolution cameras, one color camera
and one monochrome camera. In some embodiments, the
imaging system consists of one, two or three real-time,
high-resolution cameras, a color camera and two mono-
chrome cameras. In some embodiments, the cameras are
super-resolution cameras.

In some embodiments, while the three cameras see
exactly the same field of view, they capture different infor-
mation. The color camera captures a high-resolution, full
color image of the field of view—a view that is familiar to
surgeons—while the monochrome cameras capture a fluo-
rescent emission image of the same field. The key to
capturing these three different images, is the use of a
high-speed pulsed light source that is synchronized with the
image capturing process. Whenever the color camera cap-
tures an image, a broadband white light source illuminates
the surgical field; likewise, whenever a given monochrome
camera is active, a narrow-band light source optimized for
excitation of its targeted fluorophore illuminates the field. In
some embodiments, LEDs (light emitting diodes) are used
for both light sources. LEDs provide fast on and off times,
well defined emission spectra (using interference filters—
FIG. 4) and exceptional short and long-term stability. In
addition to providing a user interface, the system’s computer
synchronizes the cameras and LEDs, captures the live video
streams, overlays the three images in host memory and
displays them in real-time. No moving parts or filter wheels
are required by the system since all switching is done
electronically.

In some embodiments, the present disclosure provides an
imaging system for fluorescence guided surgery. Such imag-
ing systems comprise a variety of components, including
(A) a light source unit for providing one or more illumina-
tion and excitation lights to a target, the light source unit
comprising a plurality of light engines, (B) a detection unit
comprising a plurality of detectors for detecting reflectance
and fluorescence from the target, thereby producing a plu-
rality of images, (C) an optical train for directing the one or
more illumination and excitation lights from the light source
unit to the target and for directing the reflectance and
fluorescence from the target to the detection unit; and (D) a
control unit for controlling the light source unit and the
detection unit.

Optical Train

An optical train, also referred to as an optical assembly, is
an arrangement of lenses employed as part of an imaging
system and which functions to guide a laser. The position
and angle of lenses may be adjusted to guide a laser through
the path required and such adjustments would be within the
level of skill of one of skill in the art to adjust as needed for
an imaging system. In some embodiments, the imaging
system includes an optical train for directing the one or more
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illumination and excitation lights from the light source unit
to the target and for directing the reflectance and fluores-
cence from the target to the detection unit.

In some embodiments, the optical train for the instrument
is based on a modified Olympus MVX10 macro-view zoom
microscope. In some embodiments, the MVX10 provides
front-end image collection and optical zoom with high light
collection efficiency. In some embodiments, the imaging
system includes a color camera and two monochrome cam-
eras. In some embodiments, at the image forming end of the
optical train, a partially silvered mirror (90/10) splits the
image between the color camera and the two monochrome
cameras. In some embodiments, the image is further split
between the two monochrome cameras using an inter-
changeable filter cube, containing a single dichroic mirror
and two emission filters optimized for a particular pair of
fluorophores or a single ratiometric dye.

Light Sources

In some embodiments, a light source comprises a plurality
of light engines. In some embodiments, a light source
comprises (i) a first light engine in the plurality of light
engines emits a first light for illuminating the target, and (ii)
a second light engine in the plurality of light engines emits
a second light for exciting a first fluorophore in the target. In
some embodiments, a light source comprises a first, second
and third light engine. In some embodiments, the third light
engine in the plurality of light engines emits a third light for
exciting a second fluorophore in the target; and a third
detector in the plurality of detectors detects a second fluo-
rescence emitted by the excited second fluorophore, thereby
producing a second fluorescence image.

LEDs are the principal light sources for the imaging
systems described herein. In some embodiments, arrays of
LED chips are organized into functional units termed light
engines. In some embodiments, the imaging system com-
prises a plurality of light engines. In some embodiments, the
imaging system comprises 1, 2,3,4,5,6,7, 8,9, 10 or more
light engines. In some embodiments, the light engine in the
plurality of light engines comprises an array of LED chips.
In some embodiments, the plurality of light engines com-
prises 2,3,4,5,6,7, 8,9, 10, 20, or more high-power LED
chips. In some embodiments, the plurality of light engines
comprises 2, 3,4,5,6,7,8,9, 10, 20, 30 or more high-power
LED chips bonded to a solid substrate. In some embodi-
ments, the first light engine in the plurality of light engines
emits a white light. In some embodiments, the LED chips
emit white light. Such LED chips for use in the imaging
systems of the present invention are readily available from
commercial sources in a variety of wavelengths/colors.

In some embodiments, a light engine consists of the
following: 7 high-power LED chips bonded to a copper
substrate, collector lens assembly, custom machined hous-
ing, and liquid cooling for maximal thermal stability. In
some embodiments, power for the light engines is provided
by a single channel, current regulated power supply (e.g., a
Newport Model 5600). In some embodiments, modulation
of the output current is controlled by an external analog
input signal (8 kHz bandwidth). In some embodiments, well
formed, stable current pulses as narrow as 1 msec and up to
40 amps in amplitude can be generated by the system. In
some embodiments, a bank of solid state relays is used to
multiplex the single output channel of the power supply to
each of the system’s light engines. In some embodiments,
two, three, four, five or six, or more light engines are
energized at a time. In some embodiments, one relay is
employed for each light engine. In some embodiments, only
one light engine is energized at a time. In some embodi-



US 10,231,626 B2

11

ments, two, three, four, five or six, or more relays are
employed for each light engine. In some embodiments, two,
three, four, five or six, or more light engines are energized
at a time. In some embodiments, the output of the light
engine used for fluorescence excitation is collimated (i.e.,
light whose rays are parallel) and filtered using a narrow-
band interference filter. In some embodiments, collimation
to better than a 12 degree half cone angle is achieved, with
out-of-band filter rejection approaching 10~° (FIG. 4).

In some embodiments, in an effort to reduce spatial
non-uniformity of either single- or mixed-color light distri-
bution a light integrating light pipe (ILP) is employed. Such
a pipe can hexagonal or square in cross-section integrating
light pipe (PCIL)

In some embodiments, a hexagonal light pipe for homog-
enizing both light sources (“white-light” and fluorescence)
at the specimen plane is connected to the light engine. As
used herein, the “hexagonal light pipe” refers to a technique
employed to improve the uniformity of illumination at the
specimen plane (for example, the surgery location
Detectors

In some embodiments, multiple detectors are employed to
detect a variety of different fluorescent images from a variety
of fluorophores as described herein. In some embodiments,
a detection unit comprises (1) a first detector in the plurality
of detectors detects the reflectance from the target, thereby
producing a reflectance image in the plurality of images, and
(i1) a second detector in the plurality of detectors detects a
first fluorescence emitted by the excited first fluorophore,
thereby producing a first fluorescence image. In some
embodiments, a detection unit further comprises a third
detector in the plurality of detectors. In some embodiments,
a third detector in the plurality of detectors detects a second
fluorescence emitted by the excited second fluorophore,
thereby producing a second fluorescence image. In some
embodiments, a fourth third detector in the plurality of
detectors detects a third fluorescence emitted by the excited
second fluorophore, thereby producing a second fluores-
cence image.

In some embodiments, the first detector in the plurality of
detectors comprises a color camera. In some embodiments,
the second detector in the plurality of detectors comprises a
first monochrome camera. In some embodiments, the third
detector in the plurality of detectors comprises a second
monochrome camera. In some embodiments, the fourth
detector in the plurality of detectors comprises a third
monochrome camera. In some embodiments, the fifth detec-
tor in the plurality of detectors comprises a fourth mono-
chrome camera. In some embodiments, the sixth detector in
the plurality of detectors comprises a fifth monochrome
camera.

In some embodiments, the one camera employs a charge-
coupled device (CCD) sensor. In some embodiments, the
two cameras each employ a CCD sensor. In some embodi-
ments, the three cameras each employ a CCD sensor. In
some embodiments, the form factor, image resolution and
maximum camera speed are identical for the two cameras
employed. In some embodiments, the form factor, image
resolution and maximum camera speed are identical for the
three cameras employed.

In some embodiments, the imaging system of the present
invention comprises an imaging system comprising three
cameras, a color camera and two monochrome cameras, for
example but not limited to a Redlake MegaPlus II ES 2020C
and ES 2020M, respectively. In some embodiments, the
cameras employ a CCD sensor. In some embodiments, the
cameras use the same CCD sensor (Kodak KAI-2020), one
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with a color mask and one without a color mask. In some
embodiments, the form factor, image resolution, and maxi-
mum camera speed are identical for the three cameras. In
some embodiments, the form factor, image resolution
(1600x1200 pixels), and maximum camera speed (30 fps)
are identical for the three cameras. In some embodiments,
use of the same detector assures optimal alignment of the
color images and monochrome images. In some embodi-
ments, two high-speed digital interfaces (Cameral.ink)
stream images to the host computer in real-time.

In some embodiments, the optical train comprises a light
pipe homogenizer in a light illumination path for producing
a uniform distribution of an excitation light across the target.

In some embodiments, the optical train comprises one or
more mirrors in a light detection path for splitting lights
between or among the plurality of detectors.

In some embodiments, the second light is collimated and
filtered before being directed to the target, using a first
narrow-band interference filter.

In some embodiments, each of the second light and the
third light the second light is collimated (i.e., rays of light
made accurately parallel) and filtered before being directed
to the target.

In some embodiments, each of the third light and the
fourth light the second light is collimated and filtered before
being directed to the target.

In some embodiments, the plurality of lights is subjected
to polarization in order minimize reflections from the white
light reflectance. In some embodiments, the plurality of
lights is subjected to dual polarization in order minimize
reflections from the white light reflectance.

Display Units

In some embodiments, the allowable display modes vary
depending upon the type of fluorophore(s). For example, in
some embodiments wherein a single, non-ratiometric probe
is employed, images can be displayed in one of three modes:
1) Full color image only (color camera) 2) Fluorescent
image only (monochrome camera) 3) Full color image
overlayed with fluorescent image (color camera and mono-
chrome camera) (see, FIG. 6). In some embodiments, a foot
pedal can be employed with the imaging system which
allows a surgeon to quickly toggle between the various
display modes without using hands.

In some embodiments, the imaging system further com-
prises a display unit for displaying an image in the plurality
of images. A display unit can include but is not limited to a
monitor, television, computer screen/terminal, LCD display,
LED display or any other display unit on which an image
can be viewed and with can be connect to the imaging
system described herein. In some embodiments, the display
unit displays the plurality of images by overlying the reflec-
tance image with one or more fluorescence images in
real-time.

In some embodiments, the imaging system can be adapted
to systems with binocular vision. In some embodiments, the
imaging system can be adapted to systems with binocular
vision for improved depth of field during surgery.

Control Unit

In some embodiments, the light source unit is controlled
by the control unit such that only one light engine in the
plurality of light engines is energized at a time.

In some embodiments, the light source unit is controlled
by the control unit such that each light engine in the plurality
of light engines is energized sequentially.

In some embodiments, the control unit synchronizes the
light source unit and the detection unit. In some embodi-
ments, the control unit synchronizes the light source unit and
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the detection unit such that each light engine in the plurality
of light engines is energized sequentially.

In some embodiments, the control unit and the display
unit are embedded in a computer. In some embodiments, the
control unit and the display unit are part of a computer
system or other controller system.

In some embodiments, the control unit is capable of
performing the imaging algorithms described herein. In
some embodiments, the computer is pre-programmed to run
the imaging algorithms.

Connections

One of skill in the microscopic arts would understand how
to connect the various components and equipment described
herein in order to employ the methods of the present
invention.

Imaging Algorithms and Methods

In some embodiments, the reflectance and fluorescence
images are displayed side by side. In some embodiments, the
reflectance and fluorescence images are displayed alternat-
ing on a single monitor. In some embodiments, the reflec-
tance and fluorescence images are displayed overlapping on
a single monitor. In some embodiments, the reflectance and
fluorescence images are displayed in a pseudocolor such as
green, yellow, or aqua, a hue not normally present in tissue,
and then superimposed on the color reflectance image. The
present disclosure provides the following algorithms for
superimposing reflectance and fluorescence images:

TABLE 1

Generalized Algorithm

DISPLAY ALGORITHM SINGLE FLUORESCENCE
CHANNEL

(Display Pixel)z g5 = (1 = T) - (ImageA)g g5 + T - (ImageB)r ¢ 5

E 01

where,
T = F/F oy (Transparency Factor)
F = Fluorescence intensity from the Monochrome camera

F jiax = Maximum allowed value of F (either autoscaled from the actual image or preset by
the user)

ImageA = RGB Coordinate for Image A
ImageB = RGB Coordinate for Image B

As used herein, the phrase “transparency factor” deter-
mines what percentage of ImageB relative to ImageA is
visible in the final display image. According to the present
disclosure, a “transparency factor” value of 0.0 indicates that
none of ImageB is visible while a “transparency factor” of
1.0 means that each pixel consists of 100% of ImageB’s
pixel value. A “transparency factor” of 0.25 indicates that
each pixel consists of 25% of ImageB’s pixel value plus
75% of ImageA’s pixel value. A “transparency factor” of 0.5
indicates that each pixel consists of 50% of ImageB’s pixel
value plus 50% of ImageA’s pixel value. A “transparency
factor” of 0.75 indicates that each pixel consists of 75% of
ImageB’s pixel value plus 25% of ImageA’s pixel value.

In some embodiments, algorithms for visualizing one
fluorophore are provided. In some embodiments, the present
disclosure provides an algorithm for displaying a single
fluorescence channel. In some embodiments, in the algo-
rithm for displaying a single fluorescence channel, ImageA
is the RGB coordinate of the reflected white light image
from the color camera and ImageB is the RGB coordinates
of the overlay pseudocolor at maximum intensity.
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TABLE 2

Single Fluorescence Channel Algorithm

DISPLAY ALGORITHM SINGLE FLUORESCENCE
CHANNEL
(Display Pixel)R,G.B = (1 - T) - (Reflectance Pixe)R,G,B + T -

(Pseudocolor Pixel)R,G,B

EQ 01

where,
Reflectance Pixel = RGB Coordinate from Color camera
Pseudocolor Pixel = RGB Coordinate for overlay color at maximum intensity

The RGB coordinate for the “Pseudocolor Pixel” is the
brightness coordinate for a given overlay color. By way of
non-limiting example, with 8 bit grey-scale images, the
“Pseudocolor Pixel” value for the color green would equal
0 for red, 255 for green, and O for blue. This corresponds to
the brightest RGB coordinate for the color green. A non-
limiting example of an image processed by such an algo-
rithm is shown in FIG. 6.

In some embodiments, algorithms for visualizing two
fluorophores are provided. In some embodiments, a second
channel is added to visualize two fluorophores simultane-
ously. In some embodiments, the two fluorophores emit
distinctly detectable emission spectra. In some embodi-
ments, each fluorophore can be detected separately. In some
embodiments, one color fluorophore is employed for a
tumor-labeling probe and another color fluorophore is
employed for a nerve-homing probe. In some embodiments,
the use of two fluorophores allows for the precise resection
of diseased tissue (for example tumor tissue) while sparing
normal tissue (for example nerve). In some embodiments,
the display algorithm for two molecularly independent
probes is shown in Table 3 below.

TABLE 3

Dual Fluorescence Algorithm

DISPLAY ALGORITHM DUAL FLUORESCENCE

CHANNEL

(Display)R,G.B = (1 — T1 - T2) - (Reflectance)R,G,B + T1 -
(Pseudocolor 1)R,G,B + T2 - (Pseudocolor 2)R,G,B

EQ 02

where,

T1 = Transparency factor for fluorescence Ch 1

T2 = Transparency factor for fluorescence Ch 2

Reflectance = Pixel RGB Coordinate from Color camera

Pseudocolor 1 = Pixel RGB Coordinate for overlay color at maximum intensity for

fluorescence Ch 1
Pseudocolor 2 = Pixel RGB Coordinate for overlay color at maximum intensity for
fluorescence Ch 2

According the dual fluorescence algorithm, T1 and T2 are
the transparency factors for the two fluorescence channels
respectively, and Pseudocolor Pixels 1 and 2 are the chosen
maximum intensity pure colors, for example pure blue=(0,
0, 255) for one channel and pure green=(0, 255, 0) for the
other fluorescence channel. Very few pixels if any should
have large values for both T1 and T2 simultaneously, but
(1-T1-T2) is limited to nonnegative values.

In some embodiments, a category of probes that can be
accommodated by dual fluorescence camera systems are
probes that shift their emission spectrum from one wave-
length range to another upon biochemical activation. The
most common type of probes in this category are called
FRET probes. FRET probes contain two fluorophores inter-
acting by fluorescence resonance energy transfer (FRET), a
mechanism which quenches the shorter-wavelength donor
dye while sensitizing its longer-wavelength acceptor partner.
Cleavage of the linker between the probes disrupts FRET so
that the emission spectrum reverts to that of the donor alone.
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The ratio between the two emission bands determines the
degree of cleavage while canceling out many factors such as
probe concentration, tissue thickness, excitation intensity,
absorbances that affect both wavelengths equally, as well as
motion artifacts. Emission ratioing can thus significantly
increase the sensitivity and specificity of tumor or athero-
sclerotic plaque detection, for example, justifying the
increased complexity of the probe molecules and instrumen-
tation.

In some embodiments, the two fluorophores are donor:
acceptor FRET pair or a BRET (bioluminescence resonance
energy transfer) pair. Donors can include any appropriate
molecules listed herein or known in the art and as such
include but are not limited to FITC; Cy3; EGFP; cyan
fluorescent protein (CFP); EGFP; 6-FAM,; fluorescein, IAE-
DANS, EDANS and BODIPY FL. Acceptors can include
any appropriate molecules listed herein or known in the art
and as such include but are not limited to TRITC; CyS5; Cy3;
YFP; 6-FAM; LC Red 640; Alexa Fluor 546; fluorescein;
tetramethylrhodamine; Dabeyl (acceptor); BODIPY FL;
QSY 7, QSY 9, QSY 21 and BBQ-650 dyes. Exemplary
FRET pairs can include but are not limited to CFP:YFP;
6-FAM:Cy5; Cy5:Cy7; Cy5:I1Rdye800CW; FITC:TRITC;
Cy3:Cy5; EGFP:Cy3; EGFP:YFP; 6-FAM:LC Red 640 or
Alexa Fluor 546; fluorescein:tetramethylrhodamine; IAE-
DANS:fluorescein; EDANS:Dabceyl; fluorescein:fluores-
cein; BODIPY FL:BODIPY FL; and fluorescein:QSY 7 and
QSY 9 dyes.

In some embodiments, the cleavage of the FRET probe
occurs intracellular and/or extracellularly. FRET probes can
be designed with particular cleavage sequences. In some
embodiments, cleavage can occur based on pH, as well as
based on other environmental factors in the area being
imaged. Examples of pH-sensitive linkages include acetals,
ketals, activated amides such as amides of 2,3-dimethyl-
maleamic acid, vinyl ether, other activated ethers and esters
such as enol or silyl ethers or esters, imines, iminiums,
enamines, carbamates, hydrazones, and other linkages. In
some embodiments, FRET probes can be cleaved by pro-
teases and nucleases, as well as reactive oxygen species such
as hydrogen peroxide. Exemplary proteases and the
sequences which the proteases cleave include but are not
limited to MMPs (PLGLAG and PLGC(met)AG, elastases
(RLQLK (acety])L,, plasmin, thrombin, DPRSFL, PPRSFL
or PLGC(Me)AG, 6-aminohexanoyl, S5-amino-3-oxapen-
tanoyl, p-amido-benzyl ether (such as for example Val-Cit-
(p-amido)benzyloxycarbonyl (Val-Cit-PAB)) DPRSFL,
PPRSFL or PLGC(Me)AG, MMP 2,9 (PLGLAG and/or
PLGC(met)AG), RS-(Cit)-G-(homoF)-YLY, PLGLEEA,
CRPAHLRDSG, SLAYYTA, NISDLTAG, PPSSLRVT,
SGESLSNLTA, RIGFLR, elastase cleavable (or substan-
tially specific sequence such as for example RLQLK(acetyl)
L, plasmin cleavable (such as for example RLQLKL),
thrombin selective (such as for example DPRSFL, PPRSFL,,
Norleucine-TPRSFL), chymase cleavable (or substantially
specific sequence such as for example GVAYISGA), uroki-
nase-type plasminogen activator (uPA; such as for example
YGRAAA), tissue plasminogen activator (tPA) cleavable
(or substantially specific sequence such as for example
YGRAAA) or uPA cleavable (or substantially specific
sequence such as for example YGPRNR) and/or combina-
tions thereof. One of skill could determine which cleavage
agent or agents would be expressed in the diseased tissue
and appropriately design the proper probes for use with the
imaging system and methods described herein.

In some embodiments, the high speed alternation requires
electronic switching between the light engines. As used
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herein, the phrase “electronic switching” refers to a light
engine being turned on and off. In some embodiments, high
speed alternation requires electronic switching at a rate of <1
msec. In some embodiments, the electronic switching is
controlled by the control unit. In some embodiments, the
light engine that can be employed is any light source capable
of high speed switching, i.e., high speed “on and off”.
Exemplary electronic switching light engines include but are
not limited to LEDs, lasers and pulsed xenon flash lamps. In
some embodiments, the white light and fluorescence elec-
tronic switching are individually controlled.

The present disclosure provides three methods for dis-
playing “Overlay Ratio Pixel” and each of the three methods
are described in detail below.

TABLE 4
Ratiometric Method 1
DISPLAY ALGORITHM  RATIOMETRIC METHOD 1  EQ 03
(Display Pixel)z ¢ 5 = (Ratio Pixel)z ¢ 5
Where,

Ratio Pixel = RGB Coordinate based on ratio of the two fluorescence channels (see below
for details)

Ratiometric Method 1 as provided herein comprises an
algorithm where the ratio image is not overlayed with the
white light reflectance image and hence there is no trans-
parency factor in the formula. According to Ratiometric
Method 1, the ratio image is based solely on the ratio
between the two fluorescence images and the intensity of
one of these images. The ratio is encoded as a spectrum of
colors from blue to red, with blue corresponding to low ratio
values and red corresponding to high ones. The hue of the
“Ratio Pixel” coordinate is determined by its ratio and the
lightness (brightness) is determined by the intensity of one
of these channels (usually the brighter one). This formula is
essentially a color space conversion algorithm, converting
HSL color space to RGB color space, where H stands for hue
(the ratio), S stands for saturation (set to maximum) and L.
stands for lightness (the intensity of one of the fluorescence
channels). The conversion process is implemented using a
software lookup table (LUT) with two input variables (H
and L) and one output variable, the RGB display coordinate.
According to the present methods, a custom LUT to imple-
ment the HSL conversion process is used instead of using
one of the established algebraic transformations. The estab-
lished transformations all suffer from the same flaw: they
map ratios to linear ramps in R,G,B coordinates, which is
incompatible with how humans actually perceive color. In
order to more closely match the human visual system, a
custom color conversion LUT was prepared, as shown in
FIG. 1. A non-limiting example of an image processed using
this algorithm is shown in FIG. 7, panel A.

TABLE 5

Ratiometric Method 2

DISPLAY ALGORITHM  RATIOMETRIC METHOD 2  EQ 04
(Display Pixel)g g5 = (1 = T) - (BW Reflectance Pixel)g g p + T+
(Ratio Pixel)z .5

where,
BW Reflectance Pixel = RGB Coordinate for black and white version of Color camera
Ratio Pixel = RGB Coordinate based on ratio of the fluorescence channels (see below for

details)

Ratiometric Method 2 as provided herein, provides an
algorithm wherein a pseudocolor, ratio encoded image is
overlayed on top of a black and white (BW) version of the
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white light reflection image. The transparency factor is
calculated in the same manner as for the Generalized for-
mula above (see “Generalized Formula™). The ratio image is
encoded as a spectrum of colors from blue to red, with blue
corresponding to low ratio and red corresponding to high
one. Because the ratio encoded image can display any color
in the spectrum, the ratio image is overlayed on top of a
black and white representation of the color reflected image.
The coordinates for the “Ratio Pixel” parameter are calcu-
lated using the same custom LUT shown in FIG. 1. As in
Ratiometric Method 2, the H input corresponds to the ratio
between the two fluorescent cameras. However, the value for
the L input is based on the black and white reflected image
instead of one of the fluorescent channels. A non-limiting
example of an image encoded using this algorithm is shown
in FIG. 7, panel B.

TABLE 6

Ratiometric Method 3

DISPLAY ALGORITHM  RATIOMETRIC METHOD 3  EQ 05
(Display Pixel)z g5 = (1 - T") - (BW Reflectance Pixel)z 5 +
T¥ - (Ratio Pixel)z ¢ 5

where,

y = Gamma Factor - values greater than 1 de-emphasize dim fluorescent pixels.

BW Reflectance Pixel = RGB Coordinate for black and white version of Color camera
Ratio Pixel = RGB Coordinate for overlay color at maximum intensity

Ratiometric Method 3 as provided herein provides an
algorithm wherein a pseudocolor, ratio encoded image is
overlayed on top of a black and white (BW) version of the
white light reflection image. The transparency factor is
calculated as shown previously (see “Generalized For-
mula”). The ratio image is encoded as a spectrum of colors
from blue to red, with blue corresponding to low ratio and
red corresponding to high one. The coordinate for the “Ratio
Pixel” parameter is the maximum intensity for of hue
determined by this ratio. The hue is calculated using the
custom LUT shown in FIG. 1, where H equals the ratio
between the two fluorescent channels and L is set to maxi-
mum (255). A non-limiting example of an image encoded
using this algorithm is shown in FIG. 7, panel C.

In some embodiments, the above methods and imaging
algorithms described herein can be employed to allow for
simultaneous and/or overlapping viewing of white light and
fluorescent images. In some embodiments, a white-light
image (which provides the normal landmarks that surgeons
are accustomed to seeing) and a fluorescence image for
indicating the location of targeted fluorescence molecules
(fluorophore) can be viewed simultaneously. In some
embodiments, a white-light image (which provides the nor-
mal landmarks that surgeons are accustomed to seeing) and
a fluorescence image for indicating the location of targeted
fluorescence molecules (fluorophore) can be viewed in alter-
nating view frames or side-by-side on a monitor unit. In
some embodiments, the high speed alternation between
white light and fluorescence allows for real-time video
streaming of the target area. In some embodiments, the
alternation rate is above 60 Hz. In some embodiments, the
alternation above 60 Hz reduces and/or eliminates visual
flicker.

In some embodiments, the high speed alternation requires
electronic switching between the light engines. As used
herein, the phrase “electronic switching” refers to a light
engine being turned on and off. In some embodiments, high
speed alternation requires electronic switching at a rate of <1
msec. In some embodiments, the electronic switching is
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controlled by the control unit. In some embodiments, the
light engine that can be employed is any light source capable
of high speed switching, i.e., high speed “on and off”.
Exemplary electronic switching light engines include but are
not limited to LEDs, lasers and pulsed xenon flash lamps. In
some embodiments, the white light and fluorescence elec-
tronic switching are individually controlled.

Fluorescence Guided Surgery

The present invention provides fluorescence-immuno-
tissue detection and fluorescence guided surgery. In some
embodiments, an image processing method for fluorescence
guided surgery. In some embodiments, the present invention
employs surgical instruments useful for performing a tissue
manipulation procedure. As used herein, the term “surgical
instruments” refer to any medical instruments, devices and/
or tools, in all types and sizes that are used in a surgical
procedure. Exemplary surgical instruments include, but are
not limited to, medical instruments comprising an electro-
cautery tip and/or a fiberoptic laser delivery tip, cutting
instruments including but not limited to scissors, scalpels,
surgical knifes, and blades, grasping instruments including
but not limited to forceps and clamps, tissue marking
devices, probes, and other instruments including, but not
limited to, curettes, dermatomes, dilators, hemostats, pho-
tocoagulators, retractors, snares, and trephins.

In some embodiments, the surgical instruments are pro-
vided as single-use devices, being designed to be disposed
of after one single use. In yet another preferred embodiment,
the surgical instruments are provided as reusable devices
capable of repeated cleaning and sterilization. As used
herein, the term “cleaning and sterilization” refers to any
acts and procedures that make the surgical instruments free
of live bacteria or other microorganisms, usually by heat or
any chemical means, and yet maintains the property of
emitting a detectable fluorescent signal when excited by
light.

In some embodiments, the one or more fluorescence
images comprise a first fluorescence image.

In some embodiments, the one or more fluorescence
images comprise a first fluorescence image and a second
fluorescence image.

In some embodiments, the one or more fluorescence
images comprise more than two fluorescence images.

In some embodiments, the RGB coordinate of a fluores-
cence image or a factored fluorescence image is a brightness
coordinate for a given overlay color.

In some embodiments, the image processing method
further comprises displaying the display image in a display
unit.

In some embodiments, the image processing method for
fluorescence guided surgery comprise a computer system
having one or more processors and memory storing one or
more programs executed by the one or more processors: (A)
acquiring a plurality of images using a detection unit,
wherein the plurality of images comprises two fluorescence
images; (B) generating a ratio image, wherein a ratio pixel
coordinate of the ratio image is determined based on a hue
value and a brightness value, and (C) generating a display
image by establishing a display RGB coordinate, wherein
the display RGB coordinate is determined by using a lookup
table with the hue value and the brightness as inputs.

In some embodiments, a ratio pixel 